Inferences about Population Parameters

1. Objective:  We would like to use a sample to make an unbiased estimate of the population mean and the population variance.  

2. Some Preliminary Material:  The population mean is a measure of central tendency and is defined as the first central moment, or
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Because we rarely have data for the entire population, we must rely on a sample to estimate this parameter.  Our unbiased estimate of the population mean is
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The population variance is a measure of dispersion and is defined as the second central moment, or
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and the corresponding sample estimate is simply
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Now consider the Rules of Expectation and Variance.  Both c and k are constants, and X and Y are random variables.

a)
E(c) = c

b)
E(cX) = cE(X)

c)
E(k  + cX) = k + cE(X)

d)
E(X + Y) = E(X) + E(Y) 

e)
Var(c) = 0

f)
Var(cX) = c2Var(X)

g) Var(c + X) = Var(X)

h) Var(X + Y) = Var(X) + Var(Y) + 2Cov(X,Y)

Note:  If you transform you data by adding or subtracting a constant from each value, there will be no change in the variance estimate.  However, if you transform you data by multiplying each value by some constant, the variance changes.

The variance of a sum of random variables is equal to the sum of the variances only if the random variables are independent.  If they are not independent, then the variance of the sum of the random variables is the sum of the variances plus 2 times the covariance.  This is an important point, and will play a role in our ANOVA designs later in the course.

Our measures of central tendency are thus the mean, median, and mode.  Our measures of dispersion are the variance and the interquartile range.

3. The Normal Curve:  We often assume that our data are derived from the normal distribution.  People often refer to this distribution as the “Bell Shaped Curve.”  Fortunately, we know from the Central Limit Theorem that the limit (as sample size goes to infinity) of many sample distributions with finite mean and variance is in fact the normal distribution.

What is the normal distribution?  It has parameters ( and (2 and is denoted by the term N((,(2).  This distribution has a PDF or Probability Density Function that can be written as:
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There is a special case of this distribution called the standard normal distribution, or N(0,1).  This distribution has mean = 0 and variance = 1.  Notice what happens to the above equation for the standard normal:
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What makes both of these equations probability density functions is the fact that if we integrate the equations over the entire domain from -∞ to ∞ the area under the curves equals 1.  We usually find it more convenient to work with the integrated form of the standard normal PDF.  This is called the CDF or cumulative density function.  It has the form:
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So, the CDF gives us the area under the PDF from -∞ to x.  We can use this to help us compute probabilities based on the standard normal curve.  To help, here are some basic observations:

((-x) = 1 - ((x)
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4. Example #1:  Imagine you have a normal distribution with mean 1 and variance 4.  That is, Y ~ N(1,4).  What is the probability that Y will take a value between 0 and 3?  
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We can use this idea to explore the proportions under the normal curve.  For example, for any normal distribution, 68.26% of the area lies between +1σ and -1σ.  Also, 95.44% of the area lies between +2σ and -2σ.  Exactly 95% of the area lies between 1.96σ and –1.96σ.

We convert any normal distribution to standard normal ( N(0,1) ) using
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5. Inferences concerning the population mean:

We could use repeated samples

SAMPLE 1  
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SAMPLE 2  
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SAMPLE 3  
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Now we can compute the Standard Error, which is the Standard Deviation of the Mean.
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So that
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We are now ready to construct precise Confidence Intervals (Confidence limits) about the mean.  We would like to enclose μ 95% or 99% of the time.
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6. Example #2

Consider the data from last time.  These are body weights for 16 northern flying squirrels.

	Animal
	Sex
	Weight

	Whiner
	F
	210

	Brit
	F
	205

	Japhy
	M
	180

	Mama
	F
	180

	Knack
	M
	128

	New Mom
	F
	226

	Spike
	M
	171

	64
	F
	305

	Wisconsin F
	F
	180

	74
	F
	178

	Zipper
	F
	179

	Nuts
	M
	213

	Buddy
	F
	176

	Pip
	M
	165

	YF1
	F
	155

	YF2
	F
	156


7. Computations

Mean = 187.9375g

Standard Error = 9.91189g

95% Confidence Limits: 168.5106 ( ( ( 207.3644

8. Disclaimer

So, the true mean for northern flying squirrel body mass lies between 168.5g and 207.4g with 95% certainty.  Our problem is that we assumed our underlying distribution was normal.  In reality, we have only a small sample, and we should have used another distribution to develop our confidence limits.  Having said that, perhaps you can see that we have the foundation for our first statistical test.  That is, we can use the confidence limits to determine if a sample mean is part of this population or not.
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